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Recommender Systems



Recommender Systems

•Two camps on how to do it:
– Collaborative Filtering

• based solely on past user preferences• based solely on past user preferences
– Ashley tends to like movies that Emily likes
– Emily likes “Saw 3”
– Recommend “Saw 3” to Ashleyy

– Content based
• uses preferences based on attributes

– Ashley likes Will Smith and romantic comedies
– Recommend “Hitch”

• CF is ‘cleaner’

• Content handles the ‘cold start’ problem





Netflix Prize 
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• $1,000,000 for an improved recommender algorithm

•Training data
– 100 million ratings
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– 480,000 users
– 17,770 movies
– 6 years of data: 2000-2005
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•Test data
– Last few ratings of each user (2.8 million)
– Evaluation criterion: root mean squared error (RMSE) 

Netflix Cinematch RMSE: 0 9514

2005-01-314566 2005-01-02?646

2005-01-31?1566

– Netflix Cinematch RMSE: 0.9514
– results submitted by email

•Competitionp
– 3000 teams
– $1 million grand prize for 10% improvement on Cinematch 

result
– If 10% not met, $50,000 annual “Progress Prize” for best , , g

improvement



Netflix Prize

•Competition structure
– results posted on public leaderboard

• but you could be anonymous if you 
want!

– active forums monitored by Netflix 
• prizemaster Jim Bennett a regular 

poster

– KDD 2006 Workshop on Netflix prize
– KDD 2006 cup on a related taskKDD 2006 cup on a related task
– winner keeps IP but must announce 

methodology to the public

•Inspired design! 



Data

• date effect

Mean Score vs. Date of Rating
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Data

• Most Loved MoviesMost Loved Movies

CountAvg ratingTitle

137812 4.593 The Shawshank Redemption 

133597 4.545 Lord of the Rings: The Return of the King

180883 4 306 The Green Mile 180883 4.306 The Green Mile 

150676 4.460 Lord of the Rings: The Two Towers 

139050 4.415 Finding Nemo 

117456 4 504 R id  f th  L t A k 117456 4.504 Raiders of the Lost Ark 



Most rated movies

TitleTitle

Miss Congeniality 

Independence Day 

The Patriot 

The Day After Tomorrow 

Titl

Highest variance

Pretty Woman 

Pirates of the Caribbean

Title

The Royal Tenenbaums

Lost In Translation Lost In Translation 

Pearl Harbor 

Miss Congeniality 

Napolean Dynamite 

Fahrenheit 9/11





As the Netflix Prize Turns…

• Cinematch beaten in two weeks
Top contenders for Progress Prize 2007

10• Cinematch beaten in two weeks

• Halfway to 10% in 6 weeks

• Impact of Simon Funk
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• With two days to go, we had a 
comfortable lead…and hadn’t 
submitted our best yet 1
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How low can he go?
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Grand prize
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Leaderboard
05:00 pm
S t 30Leaderboard Sept 30

8pm6am10/18pm



Leaderboard
06:00 pm
S t 30Leaderboard Sept 30

wanna split 50/50?wanna split 50/50?



• so now we submit our best solution, with 25 hours to go…

• ARRRRGH!  We have one more chance….

8pm6am10/18pm



Offers come pouring in…. 

8pm6am10/18pm



Our final submission(s)…

8pm6am10/18pm





Who is 
tl  i  currently in 

the lead?



BellKor solution…

• Solution is a mixture of 107 (!) different models
– mostly variants of Nearest Neighbors and Latent Factor y g

models. 
– helps to look at the data from different perspectives
– lots of parameters with heavy regularization lots of parameters with heavy regularization 





Nearest Neighbors
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- unknown rating - rating between 1 to 5



Nearest Neighbors
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- estimate rating of movie 1 by user 5



Nearest Neighbors
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Neighbor selection:
Identify movies similar to 1, rated by user 5



Nearest Neighbors
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Compute similarity weights:
s13=0.2, s16=0.3



Nearest Neighbors
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Predict by taking weighted average:
(0.2*2+0.3*3)/(0.2+0.3)=2.6



Properties of NN

more specifically:

• Intuitive

• No substantial preprocessing is required

• Easy to explain reasoning behind a 
recommendation

– every user and every movie has a neighborhood

• Accurate



serious

Latent factor models
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Latent Factors - SVD
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Factorization-based modeling
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:

• can easily overfit, sensitive to regularization

• Probably most popular model among contestants
• 12/11/2006: Simon Funk describes an SVD based method12/11/2006: Simon Funk describes an SVD based method



Other methods

• Restricted Boltzmann Machines - UToronto
– stochastic artificial neural network

GOLR!• GOLR!
– with lots of shrinkage



Combining Models

• Nearest neighbors captures “low level” effects

• Latent factors capture overall structure
– they are good to combine!

• plus hybrids of these

• Also, look at data from another perspective:



Lessons learned

• It took 107 models to win, but:

•combination of models with different 
perspectives is powerful.  Think 
different!

• regularization is extremely important 
to prevent overfitting

– varying support for certain parametersvarying support for certain parameters

• content does not seem to help!

• power of open competition and 
collaborationcollaboration
– contestants aren’t motivated by $$!



So why does AT&T let me work on this???

•Collaborative filtering can be used in any domain where data 
is collected on user preferences or purchases:

– Web browsing
– Ad placement (online or otherwise)
– Market basket
– customer care

– ???? Lets get creative!  

• Also, we have applied this to AT&T’s U-Verse (digital cable) 
data to build a TV recommender systemy



MyVerse: TV Recommendations

•For AT&T’s U-Verse customers, we 
knowknow

– What they watched
– When they change channels
– What they recordy
– What movies they order (on demand)

• We can use this data for 
– Recommendations
– Customer understanding
– 3-screen advertising
– ???









Show blurbs can help solve the so-called “cold start” problem: 

Using Text Mining

292984080|American Idol|American Idol|With the semi-finalists narrowed down to 20, the 10 men perform for 
judges Paula, Randy and Simon before the viewers across the country call in their votes to decide who will 
continue to compete for the Idol crown and who will go home.|The 10 male semi-finalists perform for judges 
Paula, Randy and Simon before viewers across the country vote to decide who stays and who goes.|en-
US|Series|Series:Music,Series:Reality|292959|718|60|||02/26/2008||TV-G||||||

Users will have a distribution among the clusters, as will shows

In this way, we can map users to new shows that no one has watched



Thank you!


